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Abstract: In statistics it is important to know the method of analysing data. The study looked at parametric tests with a 

special focus on the three t-tests. In this paper, the researcher provide a brief review of commonly used three t-tests namely an 

independent sample t-test, dependent sample-test and one sample t-test. The researcher has presented the formulae for 

calculating an independent sample t-test, dependent sample-test and one sample t-test. Procedures have also been written in 

this article on how to conduct the three t-tests in SPSS. The article has also looked at the formulae for calculating the effect 

size and its important when conducting a study. 
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1. Introduction 

The main purpose of conducting a quantitative research at 

any level of education is to find the solution to the problem. 

In order to avoid statistical errors, appropriate methods of 

analysing data should be applied. There are two sets of 

statistical tests for comparing means and these are: 

Parametric tests and non-parametric tests. Parametric tests 

work with normally distributed scale data while non-

parametric tests are used with not normally distributed scale 

data and with ordinal data. Within parametric and non-

parametric tests, some work with just two means while others 

work with more than two means. The t-test is an example of 

the parametric test that works on normally distributed scale 

data and compares two means. According to Pallant (2007), 

t-tests are used when you have two groups or two sets of 

data. For example, t-test can be used by the researcher to find 

out the impact of teaching methods on the performance of 

students in Mathematics. According to McMillan and 

Schumacher (2010), t-test refers to an inferential statistical 

procedure for determining the probability level of rejecting 

the null hypothesis that two means are the same. T-test 

assumes that the population from which the sample is drawn 

is normal and sample observations are independent. T-test 

can only be applied if the sample size is small �� � 30�. T-

test is applied to test the significance of the mean of the 

random samples and the difference between the means of two 

samples. There are three types of t-tests and these are: 

Independent sample t-test, dependent sample t-test and one 

sample t-test. One sample t-test compares the mean of a 

sample to a predefined value. Dependent (related, within 

subject or paired) sample t-test compares the means of two 

conditions in which the same (or closely matched) 

participants participated in the study. Independent (unrelated) 

sample t-test compares the means of two groups of 

participants. 

In statistics it is necessary to test for normality in order to 

decide whether to use parametric tests or non-parametric 

tests. The entire statistical framework is grounded on the 

assumption of normality and if this assumption is violated, 

then inference breaks down. For this reason it is essential to 

check or test the assumption of normality before any 

statistical analysis of data. The assumption of normality 

should be checked before analysing data when comparing the 

means of two or more groups because the validity of the 

results depend on the test of normality. In order to test for 

normality, we need to test whether a sample of observations 

comes from a normal distribution (Henry, 2002). According 

to Pallant (2007), the assumption of normality can be tested 

using either Kolmogorov-Smirnov test or Shapiro-Wilks test. 

Kolmogorov-Smirnov test works best if the sample size is 
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more than fifty (50) while Shapiro-Wilks test is used to test 

for normality of the data if the sample size is less than fifty 

(50). It is also worthy of knowing whether the difference 

between two groups occurred by chance or not. The objective 

of this article is to review the independent sample t-test, 

dependent sample t-test and one sample t-test. The focus on 

independent sample t-test, dependent sample t-test and one 

sample t-test is on how you can calculate both using the 

formulae and using the Statistical Package for Social Science 

(SPSS). The paper has also looked at how to calculate effect 

size for both the independent sample t-test and dependent 

sample t-test. It is hoped that one who follows this article 

may be able to distinguish between the independent sample t-

test and dependent sample t-test. 

1.1. Independent Sample t-test 

Independent samples t-test is used to compare two groups 

whose means are not dependent on one another (University 

of Arizona Military Reach, 2009). Two samples are 

independent if the sample values selected from one 

population are not related or somehow paired or matched 

with the sample values selected from the other population. 

An independent sample t-test tells the researcher whether 

there is a statistically significant difference in the mean 

scores for the two groups or not. In statistical terms it means 

that the researcher is testing the probability that the two sets 

of data came from the same population. In other words, an 

independent sample is the sample in which the participants in 

each group are independent from each other. A common 

example of independent groups might be comparisons 

between students taught using Collaboration Learning 

Approach and the other group taught using Conventional 

Learning Approach. In this example the factor that 

differentiates the two groups is the teaching method. 

Teaching method does not indicate that the scores from group 

taught using Collaboration Learning Approach will be 

dependent on scores from the other group taught using 

Conventional Learning Approach. An independent sample t-

test can only be used if the sample is coming from the normal 

population. 

1.2. Procedures When Conducting an Independent Sample 

t-test 

The first step is to state the null hypothesis and alternative 

hypothesis. According to Marilyn and Theresa (2003), the 

null hypothesis is a statement about a parameter of the 

population (s) and is labelled ��. The alternative hypothesis 

is a statement about a parameter of the population (s) that is 

opposite to the null hypothesis and is labelled �	. 

Hypothesis �� : 
�	 = 
�
	 (there is no statistically signific9ant 

difference between the two sample means). �	: 
�	 ≠ 
�
	(there is a statistically significant difference 

between the two sample means). 

The second step is to state the level of significance 

( � − �evel� . The significance level �  is the maximum 

probability tolerated for rejecting a null hypothesis (Marilyn 

and Theresa 2003). The third level is to compute the test 

statistics. According to Marilyn and Theresa (2003), a test 

statistic is a number that captures information in the sample 

data. It is used to decide between the null hypothesis and 

alternative hypothesis. The fourth step is to compare the 

calculated value and the value from the table. The last step is 

to summarise and make conclusion based on the calculated 

value and the table value. Independent sample t-test can be 

calculated using the formula or Statistical Package for Social 

Science (SPSS). The following is the formula that can be 

used to calculate an independent sample t-test. 

� = 
�	 − 
�

�∑ ��	
���	 − �∑ ��	���	 �
�	 + ∑ ��

���	 − �∑ ��
���	 �
�
�	�
 �1 − 2�	 + �
!

 

From the formula above, �	 is the sample size of the first group and �
 is the sample 

size of the second group. 
�	 is the sample mean of the first group and 
�
	 is the 

sample mean of the second group. The sample mean of the 

first group can be calculated using the formula 


�	 = ∑ ��	���	�	  

While the sample mean of the second group can be 

calculated using the formula 


�
 = ∑ ��
���	�
  

∑ ��	���	  is the sum of scores of the first group and ∑ ��
���	  

is the sum of scores of the second group. ∑ ��	
���	 	is the sum of squared scores of the first group and ∑ ��

���	 	is the sum of squared scores of the second group. 

The following are the procedures to follow when 

calculating an independent sample t-test using SPSS: 

The first thing to do under variable view is to write group 

(when conducting research) in first column under the first 

row and then code the two groups under values in the same 

first row. The second thing to do under variable view is to 

write scores in first column under the second row. Under data 

view: In data view we go to analyse and then click compare 

means. From compare means we go to independent sample t-

test. Under independent sample t-test input, scores 

(dependent variable) is the test variable and independent 

variable (categorical variable) is the grouping variable. Under 

independent sample t-test input, move the dependent variable 

into the test variable and independent variable (categorical 

variable) into the grouping variable. Click on define groups 

and write the groups the way they have been coded in 

variable view. Then click on continue and finally click on ok. 

1.3. Dependent Sample t-test 

Dependent sample t-test, sometimes called the paired 
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sample t-test is used when the observations on the two 

populations of interest are collected in pairs (Douglas and 

George, 2003). Two samples are dependent (or consist of 

matched pairs) if the members of one sample can be used to 

determine the members of the other sample. The words like 

dependent, repeated, before and after, matched pairs, paired 

and so on are hints for dependent samples. According to 

University of Arizona Military Reach (2009), dependent 

Samples t-test is used to compare two groups of scores and 

their means in which the participants in one group are 

somehow meaningfully related to the participants in the other 

group. One common example of such a relation is in a pre-

test post-test research design. Participants at the pre-test are 

the same participants at the post-test and the scores between 

pre- and post-test are meaningfully related. What it means is 

that the scores between pre- and post-test are dependent on 

each other. University of Arizona Military Reach (2009) 

further explained that other forms of dependency may also 

exist such as scores between parents and their children or 

between dating couples. For example, the researcher may 

decide to conduct a research on the impact of Problem 

Solving Approach on the performance of students using one 

group. Before teaching students using Problem Solving 

Approach, pre-test should be given. After teaching students 

using Problem Solving Approach, post-test should be given 

in order to compare the scores for pre-test and post-test. In 

this case scores from two groups are likely to be related. 

Conventional Learning Approach would initially be 

measured to obtain pre-test scores. Next, the intervention 

(Problem Solving Approach) would be administered followed 

by a second measurement (post-test). In order to determine if 

there was an increase in performance as a result of the 

intervention, the researcher would use a dependent samples t-

test that accounts for the meaningful relation between 

participants at the pre-test and post-test. Just like an 

independent sample t-test, dependent sample t-test can only 

be used if the assumption of normality is conducted and the 

results shows that the sample is coming from the normal 

population. 

Procedures when conducting dependent sample t-test 

Procedures used to conduct dependent sample t-test are the 

same as the procedures when conducting an independent 

sample t-test. Dependent sample t-test can be calculated 

using the formula or Statistical Package for Social Science 

(SPSS). The following is the formula that can be used to 

calculate dependent sample t-test. 

� = 1
�∑ �"�"̅ − 1!
���	��� − 1�

 

Where � is the sample size of the study. "�  are the differences between the first result and the 

second result of each individual participant in the study. "� is 

calculated using the formula 

"� = ��	 − ��
  where $ = 1,2,3,… , �  (each participant in 

the study) ��	: First results of each participant in the study. ��
: Second results of each participant in the study. "̅ is the sample mean of the sum of differences between 

the first results and the second results of participants in the 

study. 

"̅ = ∑ "����	�  

Or 

"̅ = 
�	 − 
�
 


�	is the sample mean of the scores from the first results of 

the study and 
�
	is the sample mean of the scores from the 

second results of the study. The sample mean of the first 

results can be calculated using the formula 


�	 = ∑ ��	���	�  

While the sample mean of the second results can be 

calculated using the formula 


�
 = ∑ ��
���	�  

∑ ("� − "̅)
���	  is the squared sum of scores of the 

differences between the first result and the second result of 

each individual participant in the study. "� − "̅ is calculated 

by subtracting the sample mean of the sum of differences 

between the first results and the second results from the 

differences between the first result and the second result of 

each individual participant in the study. 

Dependent sample t-test can also be calculated using 

SPSS. The following are the procedures to follow when 

calculating dependent sample t-test using SPSS: 

The first thing to do under variable view is to write pre-test 

(when conducting research) in first column under the first 

row and then write post-test in first column under the second 

row. Under data view: In data view we go to analyse and then 

click compare means. From compare means we go to paired 

sample t-test. Under paired sample t-test input, move pre-test 

scores into variable 1 and post-test scores into variable 2 and 

finally click on ok. 

1.4. One Sample t-test 

The one-sample t-test is used to compare a sample mean to 

a specific value. A researcher can use one-sample t-test to 

compare the mean of a sample with a hypothesized 

population mean to see if the sample is significantly 

different. One-sample t-test is used for example, to compare 

the sample mean and the sample midpoint of the test variable 

and also to determine whether a sample of observation could 

have been generated by a process with a specific mean. One 

sample t-test assumes that the dependent variable is normally 

distributed within the population and data is independent 
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(scores of one participant are not dependent on scores of the 

others; participants are independent of one another). Before 

using one sample t-test, test of normality should be 

conducted. 

Procedures when conducting one sample t-test 

Procedures used to conduct one sample t-test are the same 

as the procedures when conducting an independent sample t-

test and dependent sample t-test. One sample t-test can be 

calculated using the formula or Statistical Package for Social 

Science (SPSS). The following is the formula that can be 

used to calculate dependent sample t-test. 

� = 
� − *+,√�
 

+,.� = +,√� 

Where � is the sample size of the study. +,.�  is the estimated population standard deviation of the 

mean. 
� is the sample mean of the scores and can be calculated 

using the formula 


� = ∑ �����	�  

* is the population mean or hypothesized value. ∑ ��� − 
��
���	 is the squared sum of scores of the 

differences between the scores and the sample mean. 

The following are the procedures to follow when 

calculating one sample t-test using SPSS: 

The first thing to do under variable view is to write the 

variable being tested in first column under the first row. Under 

data view: In data view we go to analyse and then click compare 

means. From compare means we go to one sample t-test. Under 

one sample t-test input, move the scores being tested into test 

variable (s) box. Write the test value (population mean) into the 

box test value and finally click on ok. 

2. Effect Size 

Both independent sample t-test and dependent sample t-

test will give the research an indication of whether the 

difference between the two groups is statistically significant 

(that is not likely to have occurred by chance). According to 

Pallant (2007), there is more to research when results are 

significant than just obtaining statistical significance. Effect 

size explains the degree to which the two variables are 

associated with one another. With large samples, even very 

small differences between groups can become statistically 

significant. This does not mean that the difference has any 

practical or theoretical significance (Pallant, 2007). Effect 

size (strength of the association) is used to assess the 

importance of the findings of the study. According to Pallant 

(2007), effect size is the statistics that indicates the relative 

magnitude of the differences between means or the amount of 

total variance in the dependent variable that is predictable 

from the knowledge of the levels of the levels of the 

independent variable. The calculated value of effect size 

provide an indication of the magnitude of the difference 

between the two groups. According to Andy (2009), effect 

sizes are useful because they provide an objective measure of 

the importance of an effect. 

2.1. Effect Size of an Independent Sample t-test 

An effect size is simply an objective and (usually) 

standardized measure of the magnitude of observed effect 

(Andy, 2009). Many measures of effect size have been 

proposed, the most common of which are Cohen’s d, 

Pearson’s correlation coefficient r and the odds ratio. 

Correlation coefficient is used to measure the strength of 

relationship between two variables. However, correlation 

coefficient is also a very versatile measure of the strength of 

an experimental effect. From the researcher’s point of view, 

correlation coefficient of 0 means there is no effect, and a 

value of 1 means that there is a perfect effect. The following 

is the formula used to calculate the effect size; 

/ = 0 �
�
 + �	 + �
 − 2 

Where �	is the calculated value of the independent sample t-test � is the sample size / = 0.1 (Small effect) / = 0.3 (Medium effect) / = 0.5 (Large effect) 

2.2. Effect Size of Dependent Sample t-test 

According to Pallant (2007), the most common used 

method for calculating effect size is the Eta Squared. The 

formula for simplified Eta Squared is given by 

3�4	5674/8" = 1
1 + � − 1�


 

Where 

t is the calculated value of the dependent sample t-test 

n is the sample size 

The calculated value of the Eta Squared should be between 

0 and 1. 0.01 Small effect 0.06 Moderate effect 0.14	Large effect 

3. Conclusion 

It is important to know the type of test to use when 

analysing data. Otherwise we might draw wrong conclusions 

by committing either type I or type II error. Normality test 

should be conducted before using either independent sample 

t-test, dependent sample t-test or one sample t-test. All the 
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three t-tests can be calculated using either Statistical Package 

for Social Science (SPSS) or by using formula. The article 

has provided general definitions of all the three t-tests and 

when to apply them when conducting a study. This article 

has also highlighted the importance of conducting the effect 

size when conducting a study. 
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